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Abstract
Machine learning (ML) techniques may improve readmission prediction performance in heart failure (HF) patients. This 
study aimed to assess the ability of ML algorithms to predict unplanned all-cause 30-day readmissions in HF elderly patients, 
and to compare them with conventional LACE (Length of hospitalization, Acuity, Comorbidities, Emergency department 
visits) index. All patients aged ≥ 65 years discharged alive between 2010 and 2019 after a hospitalization for acute HF were 
included in this retrospective cohort study. We applied MICE (Multivariate Imputation via Chained Equations) method to 
obtain a balanced, fully valued dataset and LASSO (Least Absolute Shrinkage and Selection Operator) algorithm to get 
the most significant features. Training (80% of records) and test (20%) cohorts were randomly selected. Study population: 
3079 patients, 394 (12.8%) presented at least one readmission within 30 days, and 2685 (87.2%) did not. In the test cohort 
AUCs (IC95%) of XGBoost, Ada Boost Classifier, Random forest, and Gradient Boosting, and LACE Index were: 0.803 
(0.734–0.872), 0.782 (0.711–0.854), 0.776 (0.703–0.848), 0.786 (0.715–0.857), and 0.504 (0.414–0.594), respectively, for 
predicting readmissions. A SHAP analysis was performed to offer a breakdown of the ML variables associated with read-
mission. Positive and negative predicting values estimates of the different ML models and LACE index were also provided, 
for several values of readmission rate prevalence. Among elderly patients, the rate of all-cause unplanned 30-day readmis-
sions after hospitalization due to an acute HF was high. ML models performed better than the conventional LACE index 
for predicting readmissions. ML models can be proposed as promising tools for the identification of subjects at high risk of 
hospitalization in this clinical setting, enabling care teams to target interventions for improving overall clinical outcomes.
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Introduction

Heart failure (HF) is a common, serious condition, with a 
prevalence of 1–2% of adult population which rises to 10% 
in the elderly [1–3]. Acute HF represents a leading cause of 
mortality and 1–2% of all hospitalizations worldwide [3–7], 
especially in older subjects, who frequently presents comor-
bidities and are often hospitalized in general medicine wards 
[1, 7]. Hospital care accounts for about two-thirds of HF 
direct cost. Beyond monetary costs, readmission may be an 
indicator of poor quality of care and entails a low quality of 
life [3–6].

Numerous studies have addressed the efficacy of different 
programs for reducing readmissions and death in HF patients 
[4, 5, 8]. Those programs may be prohibitively expensive 
when applied to an entire patient cohort, but become cost-
effective whether selectively applied to patients at high 
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risk for readmission. Therefore, different predictive mod-
els have been developed to identify patients at high risk for 
hospital readmissions [9–13], mainly based on conventional 
statistical approaches and with a simple model structure. 
These conventional methods allow a direct interpretation 
of variables contribution from regression coefficients and 
prognostic scores can be easily obtained by model linear 
predictors [14]. Moreover, tutorials for correctly applying 
logistic regression models using standard software are avail-
able [15]. Notwithstanding that, different limitations of these 
conventional prognostic tools have been pointed out, such as 
the risk of information loss and/or biased estimates [16–19].

Machine learning (ML) techniques can account for non-
linear and higher dimensional relationships between a mul-
titude of variables [18] and a model structure that enable 
the analysis of non-linear patterns and complex interactions. 
This may improve the prediction performance in a complex 
clinical condition as HF. However, the prognostic perfor-
mance of ML over a conventional statistical approach is 
controversial [19, 20]. In addition, data on the performance 
of ML for predicting re-hospitalization in an elderly popula-
tion with HF are lacking [21], as well as direct comparisons 
between ML algorithms and conventional statistics-based 
prognostic tools.

The aim of this study was to assess the ability of ML 
algorithms to predict unplanned readmissions within 30 days 
after hospitalizations for acute decompensated HF, in elderly 
patients. We also compared the prognostic performance of 
these algorithms with a conventional predictive tool, the 
clinically validated LACE (Length of hospitalization, Acu-
ity, Comorbidities, Emergency department visits) index.

Methods

Study design

This retrospective observational cohort study was conducted 
in the Vimercate Hospital, an Italian 500-bed general hos-
pital that serves a population of approximately 200,000 
inhabitants in Lombardy, Northern Italy. Vimercate Hos-
pital electronically registers and tracks all clinical informa-
tion through a commercial electronic health record (EHR) 
system, Tabula Clinica ™ [22].

Inclusion and exclusion criteria, endpoints and cases 
selection process.

Vimercate EHR is active since 2010. Thus, in this study, we 
included all patients who were discharged alive between 1st 
January 2010 and 31st July 2019, after an hospitalization 
with a discharge diagnosis of acute HF, identified using the 

International Classification of Diseases (ICD)-9 Codes: 428.
xx or DRG (diagnosis-related group): 127.

Hospitalizations with a length of stay less than 1-day, 
readmission within 24 h and admissions with in-hospital 
death were excluded. We also excluded patients under the 
age of 65 and those who died within 30 days after the index 
event. If the patient faced multiple readmissions within the 
30 days only the first readmission episode was considered, to 
obtain a sample statistically independent and mutually exclu-
sive across the two classes of admission: non-readmitted and 
readmitted patients.

The primary endpoint was all-cause readmissions within 
30 days from the index hospitalization event. The selection 
process flow chart is described in Fig. 1A.

Ethical approval was required to the Institutional 
Research Ethics Committee (Comitato Etico Brianza), and 
informed consent was waived given the retrospective non-
interventional, observational design.

Dataset and data management

The following structured data elements were extracted from 
Vimercate Hospital’s EHR: demographics, medical history, 
physical examinations, diagnoses, procedures, labs, and medi-
cations. The following variables were considered: length of 
stay (days), age (years), sex (0:F, 1:M), hospitalization type, 
p-glucose (mg/dL), urea (mg/dL), total bilirubin (mg/dL), pro-
tein electrophoresis (g/dL), albumin (%), sodium (mmol/L), 
p-potassium (mmol/L), chlorin (mmol/L), urate (mg/dL), 
creatinine (mg/dL), estimated glomerular filtration test (mL/
min/1.73mq), aspartate aminotransferase (U/L), alanine ami-
notransferase (U/L), proBNP (pg/mL), C-reactive protein 
(mg/L), leukocyte  (109/L), erythrocyte  (1012/L), haematocrit 
(%), average body volume (fl), conc.Hb body average (g/dL), 
platelet (10^9/L), pH, P.T. (prothrombin time, INR), APTT 
(ratio), APTT (sec), diastolic pressure (mmHg), systolic pres-
sure (mmHg), cardiac frequency: beats per minute (bpm), 
temperature (°C),), previous hospitalizations (total number), 
previous emergency accesses (number in the 6 months), drugs 
for acid related disorders (0: absence, 1: presence), drugs for 
constipation (0: absence, 1: presence), antithrombotic agents 
(0: absence, 1: presence), blood substitutes and perfusion solu-
tions (0: absence, 1: presence), cardiac therapy (0: absence, 1: 
presence), diuretics (0: absence, 1: presence), agents acting on 
the renin–angiotensin system (0: absence, 1: presence), cor-
ticosteroids for systemic use (0: absence, 1: presence), anti-
bacterials for systemic use (0: absence, 1: presence), antigout 
preparations (0: absence, 1: presence), analgesics, psycholep-
tics (0: absence, 1: presence), drugs for obstructive airway 
diseases (0: absence, 1: presence), cough and cold prepara-
tions (0: absence, 1: presence), all other therapeutic products 
(0: absence, 1: presence), Barthel score (Measure of physi-
cal disability relating to activities of daily living), Charlson 
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Comorbidity Index: calculated using medical claims data 
(medical discharge reports). The values of lab results and vital 
parameters were collected during admission (first 48 h) and 
before discharge (last 48 h).

The administered drugs were grouped in therapeutic 
subgroups, following the Anatomic Therapeutic Chemical 
(ATC) second level classification.

Process of feature engineering, data pre‑processing 
and feature selection.

As a first step, features with more than 20% of miss-
ing values were eliminated. Since the dataset was very 

unbalanced, it was performed an undersampling of the 
more populated class (not readmitted: 2685 records). The 
samples with at least 99% of non-missing values were 
selected and of these we randomly extracted 400 records. 
To address the residual missing values, on each class we 
applied the MICE (Multivariate Imputation via Chained 
Equations) method [23] to impute them, obtaining a bal-
anced and fully valued dataset with 794 records. Finally, 
we applied the LASSO (Least Absolute Shrinkage and 
Selection Operator) algorithm [24] to get the most sig-
nificant features. The pre-processing workflow is reported 
in Fig. 1B.

Fig. 1  Selection of study sample (A) and pre-processing workflow (B). DRG diagnosis-related group, HDR Hospital Discharge Register. FC 
social security number
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Development of ML prediction models

The data aforementioned were used to create train datasets 
for developing prediction models, using the following work-
flow: (a) creation of a row dataset; (b) dataset pre-process-
ing: aimed to obtain a dataset free of missing values and 
redundant information; (c) feature selection (d) model crea-
tion and validation: the prepared dataset was split in two 
portions: training set or cohort and test set or cohort. The 
training set has been created through a random selection of 
80% (635 records) of the rows while the test set is composed 
of the remaining records (159). The ML algorithms were 
trained on the training set, and the resulting models were 
tested on the test set.

The following ML algorithms were trained and tested: 
Ada Boost (Adaptive Boosting) Gradient Boost (Gradient 
Boosting) XGBoost (eXtreme Gradient Boosting) Random 
Forest. All the selected algorithms belong to the ensemble 
learning family, i.e. they use multiple models (weak learn-
ers) to get a better predictive performance than the one 
obtained with a single one of them. In all the four cases, the 
weak learners are Decision Trees.

The LACE index has been validated to identify patients at 
risk for readmission and/or death within 30 days after hos-
pital discharge in both medical and surgical patients. It con-
siders four parameters: length of hospitalization stay (“L”), 
acuity of the admission (“A”), i.e. Emergency Department 
vs. an elective admission, comorbidities of patients (“C”) 
by incorporation the Charlson Comorbidity Index (CCI), 
and the number of Emergency Department visits within the 
last 6 months (“E”). LACE scores range from 1–19. Score: 
0–4 = Low; 5–9 = Moderate; and ≥ 10 = High risk of read-
mission [11].

Comparison between readmitted and no readmitted 
patients.

Continuous variables were reported as mean and standard 
deviation, and median and interquartile range (IQR). The 
distribution of each variable was compared by the t test, 
except for the variables with a high asymmetric distribu-
tion; in these cases comparison was performed by the Mood 
median test. Categorical variables were reported as count 
and percentages. The distributions were compared using the 
test for proportions, or by the Fisher exact test, when there 
were with very few cases in one category (n <  = 5).

Performance of the discrimination ability of the ML 
models and LACE

The performance of ML models and the conventional pre-
diction LACE index to predict all-cause readmission within 
30 days was compared using the area under the receiver 

operating characteristic curve (AUC) [20]. The cut-off we 
applied to identify patients at risk of re-hospitalization for 
LACE index was ≥ 10 [25].

Black box and SHAP analysis

Machine learning algorithms can produce accurate predic-
tions but the processes that lead to these predictions may be 
not completely well described and understood, a phenom-
enon called “black box” [26]. Shapley additive explanations 
(SHAP) is a game theoretic approach to explain the output 
of any ML models. It connects optimal credit allocation 
with local explanations using the classic Shapley values 
from game theory and their related extensions. We applied 
SHAP analysis to improve the global and local interpretabil-
ity [27], and to achieve a better understanding of the learning 
process during the training phase of ML and a more com-
plete description of the impact of variables on ML models 
prognostic performance.

Evaluation of predictive values

Since the models should be applied to predict the readmis-
sion of a patient within 30 days on the base of its baseline 
clinical characteristics, the predictive values were calculated 
using sensitivity and specificity of the previously reported 
ML models. The positive predictive value (PPV) is intended 
as the probability of readmission within 30 days given ML 
prediction was “readmission” and the negative predictive 
value (NPV) is intended as the probability of no readmission 
within 30 days given ML prediction was “non-readmission”. 
Moreover, false reassurance value (i.e. the probability of 
readmission given ML prediction was “non-readmission”) 
and false positive prediction (i.e. the probability of no read-
mission given ML prediction was “readmission”) were also 
reported.

It is well known that the predictive values depend on the 
prevalence of the outcome in the case series in which the 
model classification is applied. For allowing clinicians to 
assess how the prevalence readmissions could affect the pre-
dictive performances of ML models and LACE index, we 
estimated PPV and NPV using different values of prevalence 
of readmission (between 5 and 50%), by the method adopted 
in Fagan Nomogram [28].

Results

Between 1st January 2010 and 31st July 2019, 3079 
patients aged ≥ 65 years have been discharged from our 
hospital with a diagnosis of acute HF and were alive after 
30 days from discharge, representing the study popula-
tion. Among them, 394 (12.8%) presented at least one 
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readmission within 30 days (R), and 2685 (87.2%) did not 
presented readmissions within 30 days (NR). The mean 
age of the patients was about 81 years, without significant 
differences between R and no NR patients (p = 0.6200). 
The proportion of patients with CCI score ≤ 1, of ED 
visits = 0 were higher in the NR group with respect to R 
(p = 0.0031 and p = 0.0011). The proportion of patients 
with LACE >  = 10, liver disease or any tumor were higher 
in the R group (p < 0.0001, 0.0442 and 0.0196). No signifi-
cant differences were found for the other variables. Base-
line characteristics of the study population, according to 
30-day readmission status, is detailed in Table 1.

By applying MICE method a balanced and fully valued 
dataset with 794 records was obtained. No relevant differ-
ences emerged in clinical characteristic between training 
and test cohorts, Table 2.

When using data from the test cohort, the LACE Index 
scored an AUC of 0.504 (95% CI 0.414–0.594). Among 
ML models, the XGBoost achieved an overall AUC of 
0.803 (95% CI 0.734–0.872). The AUCs (IC95%) were 
0.782 (0.711–0.854), 0.776 (0.703–0.848), and 0.786 
(0.715–0.857) for Ada Boost Classifier, Random forest, and 
Gradient Boosting, respectively. Thus, XGBoost showed 
an improvement of 23% in the discrimination performance 
against the LACE score (AUCs 0.803 and 0.504, respec-
tively). ROC curves comparing the four ML models with the 
LACE score are presented in Fig. 2. Values of Sensitivity, 
Specificity (accuracy) for LACE index, Ada Boost Classifier, 
Gradient Boosting Classifier, XGBoost and Random forest, 
were 0.54, 0.59 (0.59); 0.78, 0.71 (0.75); 0.72, 0.69 (0.70); 
0.78, 0.75 (0.77); 0.71, 0.70 (0.70), respectively.

A SHAP analysis of the XGBoost model with data from 
the training dataset was performed to better understand how 

Table 1  Baseline characteristics of patient discharged with a diagnosis of decompensated HF (index event) according to all-cause readmissions 
within 30 days

HF heart failure, SD standard deviation, IQR interquartile range, CCI Charlson Comorbidity Index, ED emergency department
* p < 0.05, ♦ test for comparison was the Mood median test ° due to the high frequency of subjects within one category (i.e. 0 visits) the test was 
performed only for the proportions of subjects with no ED visits

Total
N = 3079

Readmitted
N = 394

Not-readmitted
N = 2685

P

Age (years), mean, SD
Median, IQR

81.5 (7.5)
82.0 (11.0)

81.3 (7.4)
82.0 (11.0)

81.5 (7.5)
82.0 (11.0)

0.6200

Female n (%) 1703 (55.3%) 201 (51.0%) 1502 (55.9%) 0.0747
Length of hospitalization stay (days) mean, SD
Median, IQR

9.9 (6.0)
8.0 (6.0)

10.3 (6.0)
9.0 (6.0)

9.8 (6.0)
8.0 (6.0)

0.1505

CCI score: mean, SD♦
Median, IQR

1.4 (0.8)
1.0 (1.0)

1.5 (0.9)
1.0 (1.0)

1.4 (0.8)
1.0 (1.0)

0.1048

CCI score ≥ 1 2198 (71.4%) 256 (65.0%) 1942 (72.3%) 0.0031 *
Number of ED visits: mean, SD°
Median, IQR

0.3 (0.8)
0.0 (0.0)

0.5 (1.1)
0.0 (0.8)

0.3 (0.7)
0.0 (0.0)

Number of ED visits = 0 2494 (81.0%) 295 (74.9%) 2199 (81.9%) 0.0011 *
LACE score, mean, SD
Median, IQR

9.6 (1.8)
9.0 (2.0)

10.0 (1.8)
10.0 (2.0)

9.5 (1.7)
9.0 (2.0)

LACE score ≥ 10, n (%) 1300 (42.2%) 211 (53.6%) 1089 (40.6%)  < 0.0001 *
Comorbidities
 Previous myocardial infarction 160 (5.2%) 24 (6.1%) 136 (5.1%) 0.4621
 Cerebrovascular disease 38 (1.2%) 5 (1.3%) 33 (1.2%)  > 0.9999
 Peripheral vascular disease 10 (0.3%) 1 (0.3%) 9 (0.3%)  > 0.9999
 Diabetes without complications 263 (8.5%) 35 (8.9%) 228 (8.5%) 0.8704
 Diabetes with end organ damage 4 (0.1%) 0 (0.0%) 4 (0.1%)  > 0.9999
 Chronic pulmonary disease 5 (0.2%) 1 (0.3%) 4 (0.1%)  > 0.9999
 Mild liver or renal disease 225 (7.3%) 39 (9.9%) 186 (6.9%) 0.0442*
 Any tumor (including lymphoma or leukemia) 9 (0.3%) 4 (1.0%) 5 (0.2%) 0.0196*
 Dementia 15 (0.5%) 1 (0.3%) 14 (0.5%) 0.7093
 Connective tissue disease 2 (0.1%) 1 (0.3%) 1 (0.0%) 0.2396
 AIDS 0 (0.0%) 0 (0.0%) 0 (0.0%)  > 0.9999
 Moderate or severe liver or renal disease 0 (0.0%) 0 (0.0%) 0 (0.0%)  > 0.9999
 Metastatic solid tumor 3 (0.1%) 1 (0.3%) 2 (0.1%) 0.3370
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individual variables in the ML models impact outcome pre-
diction. Lower values of heart rate within the first 48 h from 
hospitalization (“bpm-in”) were associated with a higher 
risk of readmission within 30 days, and a lower number of 
previous hospitalizations with a lower risk of readmission. 
The results of SHAP analysis for these and other variables 
are shown in Fig. 3.

To allow a complete evaluation of predictive values, 
Fig. 4 shows the expected values of PPV and NPV calculated 
for ML predictors and LACE index, for values of 30-day all-
cause readmission rate prevalence between 5 and 50%. For 
example, since the prevalence of readmission in Vimercate 
Hospital is 13%, the expected PPV was about 35%; con-
sequently, using results from XGBoost classifier provides 
a gain in prediction of + 22% for predicting readmissions 
with respect to using only the prevalence. The correspond-
ing false positive prediction was 65%, the expected NPV 
was 96%, and the corresponding false reassurance was 4%, 
Fig. 4.

Discussion

Readmissions represent a significant clinical and economic 
burden in patients with HF, especially in the elderly, and the 
development of models to identify subjects at high risk for 
early hospital readmission may allow specific interventions 
with potential benefits for individuals, the health system and 
the whole community [29]. Although ML techniques have 
been deemed to improve the prognostic performance of tra-
ditional risk models by addressing the higher order complex 
interactions between risk factors, direct comparison between 
both approaches, especially in elderly patients, are lacking.

In the present study, we found that, among elderly patients 
who were alive at 30 days after an acute HF hospitalization 
event, the rate of all-cause unplanned readmissions within 
30 days was high (13%). The ML models performed moder-
ately well for predicting risk of readmission, with AUCs of 
0.79, 0.75, 0.70, and 0.70 for XGBoost Classifier, AdaBoost 
Classifier, Gradient Boosting Classifier and Random Forest), 

Table 2  Clinical variables 
distribution in the training and 
test cohorts

SD standard deviation, IQR interquartile range, CCI Charlson Comorbidity Index, ED emergency depart-
ment

Training cohort
N = 635

Test cohort
N = 159

Age (years), mean, SD
Median, IQR

81.9, 7.3
83.0, 11.0

82.7, 7.1
83.0, 10.0

Females: n (%) 341 (53.7%) 95 (59.7%)
Length of hospitalization stay (days) mean, SD
Median, IQR

10.5, 6.0
9.0, 5.0

10.4, 6.2
9.0, 7.0

CCI score: mean, SD
Median, IQR

1.5 (0.8)
1.0 (1.0)

1.4 (0.8)
1.0 (1.0)

CCI score ≤ 1 446 (70.2%) 111 (69.8%)
Number of ED visits: mean, SD
Median, IQR

0.4 (0.9)
0.0 (0.0)

0.4 (0.8)
0.0 (0.0)

Number of ED visits = 0 504 (79.4%) 122 (76.7%)
LACE score, mean, SD
Median, IQR

9.9 (1.7)
9.0 (2.0)

9.8 (1.6)
9.0 (2.0)

LACE score ≥ 10, n (%) 314 (49.4%) 77 (48.4%)
Comorbidities n (%)
 Previous myocardial infarction 26 (4.1%) 8 (5.0%)
 Cerebrovascular disease 10 (1.6%) 0 (0.0%)
 Peripheral vascular disease 2 (0.3%) 0 (0.0%)
 Diabetes without complications 54 (8.5%) 11 (6.9%)
 Diabetes with end organ damage 1 (0.2%) 0 (0.0%)
 Chronic pulmonary disease 1 (0.2%) 0 (0.0%)
 Mild liver or renal disease 51 (8.0%) 12 (7.5%)
 Any tumor (including lymphoma or leukemia) 6 (0.9%) 0 (0.0%)
 Dementia 3 (0.5%) 0 (0.0%)
 Connective tissue disease 1 (0.2%) 0 (0.0%)
 AIDS 0 (0.0%) 0 (0.0%)
 Moderate or severe liver or renal disease 0 (0.0%) 0 (0.0%)
 Metastatic solid tumor 1 (0.2%) 0 (0.0%)
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respectively. These figures represent a better performance 
than that achieved by the LACE index (AUC: 0.56), a vali-
dated tool developed using a conventional methodological 
approach.

Some points are worth to be discussed.
First, in our study ML showed a performance for pre-

dicting 30-day readmissions in older subjects in line with 
figures reported for younger populations. Analyzing data of 
HF patients admitted within a large healthcare system, Golas 
et al. found that deep unified networks (DUNs) model had 
the best performance, with an accuracy of 76.4% and an 
AUC of 0.705, against 0.664, 0.650 and 0.695 for logistic 
regression, gradient boosting, and maxout networks, respec-
tively [30]. Mahajan et al. explored two ML methods for pre-
dicting risk of 30-day readmissions using 56 predictors from 
electronic health records data of 1778 unique HF patients 
from 31 hospitals across the United States Achieved AUCs 
were 0.719 and 0.621 using boosted trees and spike-and-slab 
regression methods, respectively [31]. In another study, the 
best performing ML model to predict 30-day and 180-day 

readmissions was Random Forests, which provided a predic-
tion improvement of 17.8% over logistic regression [32]. Our 
results show a good predictive performance of ML models 
in an elderly population.

Second, the prognostic performance of the clinical vali-
dated and widespread used LACE index, is poorer than 
that achieved by ML models. Our results are consistent 
with those from other studies reporting a limited prediction 
ability of LACE index in HF patients and in other patient 
populations [10, 18, 25, 33]. For example, in 253 patients 
discharged after an acute HF exacerbation included in a ret-
rospective study by Wang et al., with 24.50% of unplanned 
readmissions to hospital within 30 days after discharge, the 
C-statistic of logistic regression for the LACE index was 
0.5610 (95% CI 0.4771–0.6447) [33]. Among adult medi-
cal patients discharged alive from 6 hospitals in Toronto, 
Canada, 12.6% were readmitted to hospital within 30 days, 
with high-risk patients (LACE ≥ 10) accounting for 34.0% of 
the sample but only representing 51.7% of the patients who 
were readmitted within 30 days. That is, the LACE index 

Fig. 2  Receiver operating curves for LACE index and four machine learning approaches in the prediction of 30-day all-cause readmissions after 
decompensated heart failure hospitalization in elderly patients
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was able to identify only half of all discharged patients who 
were readmitted within 30 days [25]. Our study extends the 
knowledge on the predicting performance of LACE index 
to elderly HF subjects, showing a poor ability to identify 
patients at high risk of all-cause readmissions in this popu-
lation. These results highlight the better prognostic perfor-
mance of ML techniques, which appears a valid alternative 
to some traditional tools for assessing readmission risk in 
the elderly.

Third, the clinical utility of ML in medicine may be lim-
ited by the reduced interpretability and black box nature of 
algorithms. Therefore, we applied SHAP analysis [26, 27], 
summarized in Fig. 3, to investigate the impact of variables 
from the training dataset on XGBoost model output (all-
cause hospitalizations within 30 days), allowing clinicians to 
peek inside the black box and to get a deeper understanding 
of the most important features from ML models. This may 

help gaining trust in the predictions and confidence in apply-
ing them to clinical care, favoring the clinical translation of 
ML [34]. We found an increased risk of readmissions among 
patients with low hear rates within the first 48 h of hospi-
talization. Interestingly, in keeping with our results and in 
contrast to patients with chronic heart failure, other studies 
have shown that a lower hear rate at admission increases in-
hospital mortality in patients with acute HF [35]. Lower lev-
els of CRP within the first 48 h of hospitalization, a higher 
number of previous hospitalizations, or a higher comorbidi-
ties burden (measured by CCI) were also associated with a 
higher risk of 30-day readmissions, Fig. 3.

Finally, a strength of the present study is the comparison 
of the prognostic performance of ML models with a clini-
cally validated widely used tool, the LACE index. Most stud-
ies investigating the ability to predict readmissions in HF 
patients of ML methods compared their performance with 

Fig. 3  SHAP value summary plot of the impact on XGBoost model 
output, for main variables from the training dataset. “in”: variable 
measured within the first 48  h of hospitalization. “out”: variable 
measured within 48 h before discharge. Feature value (vertical axis): 
variables are ranked in descending order according to their effect on 
the output (30-day readmissions). Every variable is depicted in lighter 
grey for higher values and darker grey for lower values. On the hori-

zontal axis are represented the SHAP values, with positive numbers 
representing a positive prediction effect on the output, and nega-
tive values representing a negative effect. For example, lower values 
(darker grey points) of heart rate within the first 48 h from hospitali-
zation (variable “bpm-in”) were associated with positive SHAP val-
ues, representing a positive prediction effect on readmissions
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traditional statistical approaches (e.g. logistic regression), 
but direct comparisons with validated prognostic tools are 
scarce. In addition, we developed the ML predictive mod-
els using as features common clinical and laboratory data 
used in the clinical practice, that is, without entering new 
variables or scores, favoring simplicity and availability, and 
avoiding time consuming data entering processes. Further-
more, in Fig. 4, estimated PPV–NPV expected values of 
ML models and LACE index for different values of 30-day 
all-cause readmission rate prevalence, were provided. This 
may be a contribution for tailoring the estimates to the actual 
readmission prevalence of a given institution, to improve the 
clinical implementation of ML models.

On the other hand, several limitations of the present study 
should be acknowledged. This is a retrospective, single 
hospital, internal validation study. Moreover, we included 
patients with HF after a hospitalization due to acute HF 
exacerbation. This may represent a kind of selection bias 
because patients with HF may have been discharged after 
hospitalization due to other reasons (e.g. infections, trauma, 
no HF cardiologic diseases). In addition, we did not docu-
ment variables to describe post-discharge care, such as gen-
eral practitioners visits or home care nurses activities, which 
may condition the readmissions rate. Finally, CCI was cal-
culated using medical claims data which may result in under 
reporting chronic conditions.

Conclusions

Among elderly patients discharged alive after hospital-
ization due to an acute HF exacerbation event, the rate 
of all-cause unplanned readmissions within 30 days was 

high, nearly 13%. ML models performed moderately well 
for predicting risk of readmission, with XGBoost method 
showing the higher achieved values of sensitivity, spe-
cific and accuracy (0.78, 0.75 and 0.77). The traditional 
prognostic tool LACE index presented a lower prognostic 
ability (0.54, 0.59 and 0.53, respectively).

For opening the so-called black box, we performed a 
SHAP analysis to provide a breakdown of the main vari-
ables from the training dataset which were associated with 
all-cause hospitalizations within 30 days when applying 
XGBoost ML model. In addition, PPV e NPV values of the 
different ML models and LACE index for several values of 
readmission rate prevalence were estimated.

Machine learning models can be proposed as promising 
tools for the identification of elderly HF patients at high 
risk of hospitalization, thus enabling care teams to target 
interventions to improve overall clinical outcomes.

Author contributions HPF: Conceptualization, methodology, formal 
analysis, investigation, data curation, writing review and editing, super-
vision, project administration. VE: Conceptualization, ML models 
development, data curation, writing review and editing. GM: Meth-
odology, formal statistical analysis, data curation, writing review and 
editing. LP: Investigation, data curation, interpretation of results, writ-
ing review and editing. AV: ML models development, data curation, 
writing review and editing. GD: Conceptualization, investigation, inter-
pretation of results, writing review and editing. MB: Conceptualiza-
tion, investigation, interpretation of results, writing review and editing. 
GG: Conceptualization, methodology, interpretation of results, writing 
review and editing. GM: Conceptualization, methodology, interpre-
tation of results, writing review and editing. PB: Conceptualization, 
methodology, formal statistical analysis, data curation, writing review 
and editing, supervision.
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